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Freedom of Information Response
Our reference:  FOI 25-3757
Responded to:  18 December 2025


Your recent request for information is replicated below, together with our response.
I am investigating how police forces use Artificial Intelligence (AI) systems, particularly Natural Language Processing (NLP), including Large Language Models (LLMs), and Automatic Speech Recognition (ASR), in the processing and analysis of forensic audio and textual evidence.
The focus is on tasks that contribute to transforming forensic audio and textual evidence into usable outputs for criminal proceedings, including transcription, speaker diarisation, translation, summarisation, document generation, form-filling, and redaction.
My research examines how AI-assisted evidence analysis is documented and reported within existing Chain of Custody (CoC) and Audit Trail (AT) structures, considering the technical, procedural and legal peculiarities of integrating AI into evidential workflows.
For the sake of clarity, I have included a glossary at the end of this document. As terminologies may differ across police forces and disciplines, CoC is used here as an umbrella term encompassing related concepts such as continuity, chain of evidence, and provenance; while AT refers to any documentation system that captures and records the forensic processing of evidence.
1. Does your police force deploy Artificial Intelligence (AI) systems in areas including investigation, intelligence, operations, case management, or evidence processing? If yes, please provide:
i. The names of the tools, underlying technology, software versions, and primary use cases.
ii. Whether each tool is internally developed or procured from third-party providers.
iii. The name of the providers and a copy of any related contract documents.
iv. The current status of each tool (in trial/pilot stage, under evaluation, or fully deployed).
v. Whether each AI tool is embedded in any forensic platform(s), or whether it operates as a separate, standalone system for specific tasks.

2. Does your police force use Natural Language Processing (NLP), including Large Language Models (LLMs), Automatic Speech Recognition (ASR), or other AI technologies for processing and analysing forensic audio and textual evidence, (covering tasks including transcription, speaker diarisation, translation, summarisation, redaction, document generation, or form-filling)? If yes, please provide:
i. The names of the tools, underlying technology, software versions, and primary use cases.
ii. Whether each tool is internally developed or procured from third-party providers.
iii. The name of the providers and a copy of any related contract documents.
iv. The current status of each tool (in trial/pilot stage, under evaluation, or fully deployed).
v. Whether each AI tool is embedded in any forensic platform(s), or whether it operates as a separate, standalone system for specific tasks.

3. Does your force have any specific policies, or protocols governing the use of AI tools in processing forensic audio and textual evidence, or other forms of evidence? Please attach or reference any documents related to this.

4. Is the chain of custody (CoC) and/or audit trail (AT) recorded when digital evidence, broadly speaking, are processed and analysed? If yes, please provide:
i. Details of the information that is recorded (e.g., evidence identifiers, date/time of transfers, personnel identifiers, storage/access logs, integrity checks)
ii. Details of any technical or procedural methods used to record or track the CoC and/or AT. Kindly specify if the process is automated, manual, or hybrid.
iii. Please indicate whether any verification or validation procedures are in place to confirm that digital evidence, upon acquisition, is a genuine and unmodified record rather than a synthetically generated or manipulated.
iv. Any guidelines, practice directions, or policies guiding the documentation of CoC and/or AT for digital evidence, including any templates or forms. Kindly attach or reference related documents.
v. Has your force conducted any internal evaluations or comparisons regarding the efficiency, accuracy or reliability of automated, manual, or hybrid reporting methods? If yes, please provide copies or references.
vi. Is the maintenance of a CoC and/or AT managed in-house or outsourced? a. If in-house, provide details of the responsible role(s) or department(s), including any training materials or internal guidance relevant to this task. b. If outsourced, please provide the name of the provider(s), a description of their role, and any related contract document(s).

5. Is the chain of custody (CoC) and/or audit trail (AT) recorded when AI systems are used in processing and analysing forensic audio and textual evidence, or other forms of evidence? If yes, please provide:
i. Details of the information that is recorded, which may include but is not limited to: identifier of the evidence, details of the AI model (e.g., version, provider), verified error rates, and identification of human oversight (if applicable).
ii. Please indicate whether any paradata is captured during the processing of digital evidence. By paradata, I refer to information generated as a by-product of human interaction with the AI systems during evidence processing (e.g. prompts, edit history, data discards, interaction logs, correction logs, reviewer annotations, parameter adjustments, iterations).
iii. Details of any technical or procedural methods used to document CoC and/or AT of AI-assisted evidence analysis, including any templates or forms. Kindly specify if the process is automated, manual, or hybrid.
iv. Has your force conducted any internal evaluations or comparisons regarding the efficiency, accuracy, or reliability of automated, manual, or hybrid reporting methods? If yes, please provide copies or references.
v. Any guidelines or practice directions guiding the documentation of CoC and/or AT specific to AI-assisted evidence analysis. Kindly attach or reference related documents.
vi. Is the maintenance of a CoC and/or AT managed in-house or outsourced? a. If in-house, provide details of the responsible role(s) or department(s), including any training materials or internal guidance relevant to this task. b. If outsourced, please provide the name of the provider(s), a description of their role, and any related contract document(s).

6. Are human reviewers involved in reviewing, correcting, or contributing to the outputs generated by the AI systems in processing and analysing forensic audio and textual evidence? If yes:
i. What is the formal description of the role(s), and what specific responsibilities do individuals in these roles carry out?
ii. What training materials or internal guidance are provided to support these roles?
iii. How is human contribution tracked and distinguished?
iv. Are records maintained for the different versions of outputs produced during the human-AI collaborative process?

7. How is evidential disclosure managed in criminal proceedings where AI systems are used in processing and analysing forensic audio, textual data, or other forms of evidence?
i. Please specify the nature of materials disclosed to defence teams (e.g. final transcript only or detailed version history; original audio; AI model metadata etc?
ii. Are the documentations of CoC and/or AT disclosed to the defence team? If yes, in what format is this made available?
iii. Is there a standard procedure or checklist governing this? If so, please provide a copy or reference it.

8. Has your force conducted any evaluations or assessments regarding the effectiveness of AI systems for evidence processing, including audio, textual, or other forms of evidence? If yes, please provide copies of these documents or reports.
It is necessary to answer your request in two parts as regards details of AI tools which can safely be publicly disclosed and any which cannot.
As regards the former, the information sought is not held by Police Scotland and section 17 of the Act applies.
To explain, given the definitions outlined in your request, there are no such systems within Police Scotland that use AI specifically for the processing and analysis of forensic audio and textual evidence into usable outputs for criminal proceedings
To be of assistance, I can advise you that as part of our Unified Communications & Contact Platform, we are introducing Natural Language Processing (NLP) for calls to 101 that specifically seek to be connected to a custody suite.
NLP will allow for recognition of specific site names (not recognition of the caller) to direct the call to the correct custody site.
In addition, Police Scotland are introducing the capability to translate voice to text and transcribe 101 and 999 calls, but this is for quality assurance purposes only, with a small percentage of the calls being transcribed. 
This is to allow the Quality Assurance team to review call quality.
As explained above however, none of the outputs are evidential, nor for use in any criminal justice proceedings, and it therefore our assessment that they are not within the scope of your request.
In relation to any other AI tools being deployed or piloted/ trialled, I am refusing to confirm or deny whether information exists or is held by Police Scotland in terms of section 18 of the Act, which applies where the following two conditions are met:
· It would be contrary to the public interest to reveal whether the information is held.
Whilst we accept that there are compelling arguments in relation to accountability for public funds and better informing the public as to the use of AI, the overwhelming public interest lies in protecting the operational integrity of any AI solutions used. 

· If the information was held, the following exemptions would apply:
· Section 30(c) - Prejudice to Effective Conduct of Public Affairs - disclosure would prejudice substantially the Effective Conduct of Public Affairs.
· Section 31(1) - National Security - exemption is required for the purpose of safeguarding national security.
· Section 35(1)(a)&(b) - Law Enforcement - disclosure would prejudice substantially the prevention and detection of crime and the apprehension and prosecution of offenders.
· Section 39(1) - Health and Safety - disclosure would endanger the physical or mental health or safety of an individual.
Whilst we will be open and transparent about the use of AI wherever possible, it must be recognised that detailed information about the tools we use (or conversely, do not use) is of significant intelligence value to terrorists and criminals.
Disclosure of any information about specialist software and technological capability allows such individuals to better plan their activities and take steps to avoid detection.
The sole purpose of using such technology is to assist Police Scotland in keeping people safe from harm.
This is inherently more difficult the more criminals are aware as to the tactics that might be used against them.
More generally, and particularly in relation to any tools being piloted/ trialled, it is essential that Police Scotland has the space to consider such solutions, whilst working through all of the associated safeguards below, before taking a decision as to whether to implement the technology, and whether or not the details can be safely shared with the public. 
All data-driven technologies, whether piloted, trialled or operationalised will go through the Rights Based Pathway.
In terms of the public interest test required in order to engage the exemptions above, we accept that there are compelling arguments in relation to accountability for public funds and better informing the public as to the use of AI.
However, the overwhelming public interest lies in protecting the operational integrity of any AI solutions used.


If you require any further assistance, please contact us quoting the reference above.
You can request a review of this response within the next 40 working days by email or by letter (Information Management - FOI, Police Scotland, Clyde Gateway, 2 French Street, Dalmarnock, G40 4EH).  Requests must include the reason for your dissatisfaction.
If you remain dissatisfied following our review response, you can appeal to the Office of the Scottish Information Commissioner (OSIC) within 6 months - online, by email or by letter (OSIC, Kinburn Castle, Doubledykes Road, St Andrews, KY16 9DS).
Following an OSIC appeal, you can appeal to the Court of Session on a point of law only. 
This response will be added to our Disclosure Log in seven days' time.
Every effort has been taken to ensure our response is as accessible as possible. 
If you require this response to be provided in an alternative format, please let us know.
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